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ABSTRACT

In this paper, the authors considered the likelihood ratio tests and some other

tests for the ranks of the canonical correlation matrices when the underlying

distributions are real and complex elliptically symmetric distributions. Also,

asymptotic joint distributions of the eigenvalues of the sample canonical correlation

matrices are derived under the assumptions mentioned above regarding the underlying

distributions. Finally, applications of tests for the rank of the complex

canonical correlation matrix in the area of time series in the frequency domain

are discussed. .
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1. INTRODUCTION

In studying the relationships between two sets of variables, it is of

interest to test for the rank of the canonical correlation matrix. The purpose

of such analysis is to find a small number of pairs of linear combinations of

original variables which would best explain the relationship between the two

sets of original variables. Bartlett (1947) proposed a procedure to test for

the rank of the canonical correlation matrix and derived asymptotic distrib-

ution of the associated test statistic. The above procedure is the likelihood

ratio test (LRT) procedure (see Fujikoshi (1974)). Fujikoshi (1978) derived

* asymptotic nonnull distribution of a function of the sample canonical correl-

ations whereas Krishnaiah and Lee (1979)derived asymptotic joint distribution

of certain functions of the canonical correlations when the population can-

onical correlations have multiplicity and none of the canonical correlations

are zero. The work reported above was done under the assumption that the

*" underlying distribution is multivariate normal. But, situations arise often

* when it is unrealistic to assume that the underlying distribution is multi-

variate normal. In these situations, it is of interest to study the robustness

of the standard test procedures for the rank and derive the LRT procedure under

non-normal assumptions. It is also of interest to study the distributions of

various test statistics for the rank of the canonical correlation matrix using

a robust estimate of the covariance matrix. For some discussions on the robust

estimates of the covariance matrix, the reader is referred to Devlin, Gnanadesikan

and Kettenring (1975) and Maronna (1976). Murihead and Waternaux (1980) derived

the asymptotic joint distribution of the sample canonical correlations when the

underlying distribution is elliptically symmetric and the population canonical

correlations are distinct and nonzero. Fang and Krishnaiah (1982) derived joint
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* distributions of certain functions of the sample canonical correlations for

-* large samples when the underlying distribution is non-normal and the popula-

-. tion canonical correlations are nonzero and have multiplicity. The results

obtained by Fang and Krishnaiah include the term of order n also where

* (n+l) is the sample size. The object of this paper is to derive the LRT

* procedures and derive the asymptotic distributions of certain statistics

for the ranks of the canonical correlation matrices when the underlying

distributions are real and complex elliptically symmetric.

In Section 2, we derive the LRT procedures for the rank of the canonical

* correlation matrices when the joint distributions of all the observations is

- real and complex elliptically symmetric. The test statistics and their

distributions in the above cases are the same as when the underlying distribu-

tions are real and complex multivariate normal. The above situations are

* different from those when the underlying distributions are real and

,. complex elliptically syumetric. In Section 3, we derive asymptotic joint

distributions of the canonical correlations in the latter situations. A

discussion of various test procedures for the rank of the canonical correlation

matrix is given in Section 4. Applications of these procedures in the area

of time series in the frequency domain are also discussed in this section.

o.---*

-€- * - * * - .

-i 6
* 5%...~
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2. LRT PROCEDURES FOR TESTING THE RANK
OF THE CANONICAL CORRELATION MATRIX

IN THE REAL AND COMPLEX CASES

Let X: nxp be a random matrix whose elements are distributed as elliptically

symmetric with density function (see Kelker (1970)) given by

f(X) - ~n/2 h(tr E- (x'x)) (2.1)

where h is a strictly decreasing and differentiable functior ,

21 22 ( 1  2

E ij is of order pixpj, X1 is of order nxpl, X2 is of order nxP 2 and p pl+P2 .

*. We need the following lemma in the sequel to derive the LRT procedure for the

rank of E1 2.

Lemma 2.1. Let S - Q-I/2p'IPQ-2, P is a nxp matrix, Q is a positive definite ma-

trix such that the rank of S is at least r. Also, let ir (0) denote the set of

matrices M such that M - GF where G: nxr is such that IC'GI 0 and FF' - Ir -

. Then, the eigenvalues of S(M) - Q -1/2 (P-M)'(P-M)Q -I /2 are minimized simultaneous-

-* ly with respect to Mc 7t (0) if and only if
-, r.

M W P Q-1 / 2 V'V Q1 /2  (2.2)

where the rows of V consist of normalized eigenvectors corresponding to the

*first r largest eigenvalues of S. The minimum values of eigenvalues .6f S(M) are

given by *r+i where *l>_...>_¢p are the eigenvalues of S and *j -0 for j > p.

For a proof of the above lemma, the reader is referred to Fujikoshi (1974).

We now consider the problem of testing the hypothesis Hs against Ht where
HZ

.. " Hs: rank(E1 2 ) - = s.

- .- .44-44..................C
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The likelihood function is given by

-h(tr E 1  (X X2B) (X1 - B)
- I221 IE1.211 11.2 1 - 2

+tr E22x N2 ) (2.3)
22"22

where B E- 1  It is seen (see AndersQn and Fang (1982)) that
22 21*

max L- {X maxh) np/2 h(p/Xmax(h))

I11.2 ' 22

(I(X 1 .- X2B) , (X1 - X2B)I [(X2X 2) I)-n/2  (2.4)

where X max(h) is a constant depending upon the form of h(-). Also

I (X1 - X2B)'(X1 - X2 B) I

" 1 1 2 ii+ S-1/2,(S2 2 S2 - .112 _-1/2. _.1/2.,.-1/21 (2.5)1121 112t2 21- 22 B)(22 21 22 )11.2

, i..1/2

and rank(E1) - rank(S22 B). Here Sl - XXz, S 22-X:X 2 and S12- XX 2 .

Applying Lemma 2.1, we obtain the following expression for the maximum likeli-

hood estimate of B when the rank of B is s:

B-l S -1 /2 VV -1/22.6)22 21 11.2 s s 11.2

- where V consists of the normalized eigenvectors corresponding to the first s
1/2 -s-

, largest eigenvalues of S S S We know that V' V I P and so
11.2 12 22 21" P1 P1  P

"" B -1
B,- S22S21 (2.7)

when s - P1

By Lemma 2.1, we obtain



max max L - {X (h)l -npl 2h(p/Xmax (h))
z 1 2 ein (0) 1 1. 2 .E22

5 .. -. n12

X IS 11 2 f{(l+Ls 1
) . (+t ) (2.8)

for s< p1 where L1> ...>tp are the eigenvalues of Sl.2S12S22S21 Also,

max Uax L- { max(h) )nP/2h(p/X max(h)) ISl1.2 (2.9)

z12cn p (0) E1 1 . 2,E 2 2

st

-, t 12lrn12 (2.10)

2 2 1 -1
where rl>...>r are the eigenvalues of Sl S12 S22 S2 1 When the underlying distributiol

-p
SIa multivariati normal, the above deri'vation wag given in Fuj.ikoah. (1974).

We will now consider the LRT procedure for the rank of the canonical corre-

lation matrix when the joint distribution of the observations is complex

elliptically symetric. In this case, the joint distribution of the observa-

"" tions is given by

f(Z) 2- h(2tr Z'Z) (2.11)

where Z is Hermitian positive definite matrix and 2 denotes the complex conju-

.. gate of Z. Complex elliptically syumetric distribution was introduced by

Krishnaiah and Lin (1984). When h(y)- exp(-y/2), the rows of Z are distributed

independently as complex multivariate normal with mean vector 0 and covariance

matrix Z. We need the following leuma which can be proved along the same lines

as Lemua 2.1:
.Qq-1/2p 1p-/2

Lema 2.2. Let S - P'PQ" where P: uxp is a complex matrix, Q is Hermitian

positive definite matrix. Also, let M - GF where G: uxr is a complex matrix with

IG'GI O 0 and FF'- Ir. Then the eigenvalues of S(M)- Q- 2 (P-M)' f"M)Q-  are

.............................. ,.,. -.. -~.%..-.. .
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minimized simultaneously with respect to Me 7 (0) if and only if
r.

M_ r -1/2 V'V & 1/2 (2.12)
r r

where the rows of V consist of normalized eigenvectors corresponding to ther

first r largest eigenvalues of S. The minimum values of the eigenvalues of S(M)

are given by r+where 0_.> are the eigenvalues of S and 5 0 for j _p.

Consider the likelihood function

2np -1 -1L- 221I 1 1.2 Imn h(2tr E11 2 (Z1 -Z2B)'(Z 1-Z2B) + 2tr 2Z Z2  (2.13)

whee B ---

where B Z 22 Z21. As in the real case, we can show that

+ 2n p ,

max L= * -I -ph(2p/max (h))
E11 .2'E2 2  max(h -

B(I(z-z2B)'(z1-z2B)I )z2j)-n (2.14,

where max (h) is a constant. But

I (Z -Z2B) '(Z1-Z2 B) I
' 11 ,+4-1/2" /2" 1/2 ,-/2 .T+/2..--,,/2

- wt1.2 -w21- t -22 B)1(W/2 21- w B)W (2.15)

111. 2 1. 22 122 22 21 22 1.

and rank(E rank(W2 2271 ) . Here W Z'ZI, W Z'Z and W Z'Z

rak12) r W2t"22 21) 11 11 22' Z22 12= 1'2'

So, by Lemma 2.2, we obtain

2 np
max max L - 'nh(2p/X (h))

Z12E ?s(0) Z1.2 ,E22  tax(hi Dp a

Pl

111. 21 rl (1- 6)n  (2.16)
J-s+l

,:..:'.+;.'..........."."... .•".....,....-...... -,.."....-."....."........"."........".".".........."....."."........-".""+," ""'"'
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where 6 >.. .>6 are the eigenvalues of the matrix W-1 W W-1W
1- -p 11 12 2221

Also,

-l W1/2 **-/
B sq WW 11, W' 11.2 (,2.17)

where V sconsists of the normalized eigenvectors corresponding to the first s

largest eigenvalues of W 12W W 'W- So. the LRT statistic for testing H
11.2 12 22 21

against H tis

t

T ntR+ (1-%)6 (2.18)
jsi

So, the LRT statistic for testin g H Sagainst the alternative that E 1 is of full

rank is

*i n (.9

1 J-s+l

Similarly, the LRT procedure for E 2m0 against the hypothesis that the rank

is t is given by

*t

T t-n f(,_ 8 )n. (2.20)
J-1

Here we note that Anderson and Fang (1982) derived the LRT procedure for

Z 12 0 when the underlying distribution is real elliptically symmetric.
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3. ASYMPTOTIC JOINT DISTRIBUTION OF THE
CANONICAL CORRELATIONS

We will now derive the joint asymptotic distributions of the canonical

"- correlations under two situations. In the first situation, we assume that the

density of Z' - [x 1 ,...,Xn]: pxn is of the form

f(X) _ j1-n/2 h(tr E-1XX ' ) .  (3.1)

In the second situation, we assume that xl,... ,x are distributed independently

and identically with a common density

f(x) I IEI 112h(t Z "). (3.2)

* Without loss of generality, we assume that

P
" - -( 3 . 3 )

'%• P2

where p1 
< P2%

0 ... 0 0.

PPi
%".', L~o o . . . ' o . . 0

In addition, we assume that

4 .- ' =0O

1 1 " 2 (3.5)

+...+w s-i+I "1, + . . +Ij s

Ps+l 0' -p 0
°p
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where p1>...>P8 > 0. When the underlying distribution has density (3.1), it

is known (e.g., see Cambanis, Hwang and Simons (1981) Anderson and Fang (1982))

that

X - RUA (3.6)

2where R -tr X'X, and vecU has uniform distribution on the unit sphere indepen-

2
dent of R , Z- A'A, A - (AI A2) and A1 is of order pxpI. Here vecU denotes the

column vector formed by putting each column of U one below the other. Then,

XI = RUA and X = RUA So, S-1S2 S-1 is independent of R. Also, U can be
1 1 2 2- o 1 1S1 2S2 2 2 1

expressed as U - V/trV'V where the rows of V are distributed independently as

multiviarate normal with mean vector 0 and covariance matrix E. Hence, the dis-

tribution of S 1S 12S2S 21 is independent of the particular form of the under-

lying distribution as long as the underlying distribution belongs to the family

of elliptically symmetric distributions. We will now derive the joint asymptotic

distribution of the eigenvalues of the sample canonical matrix when the observa-

tions x l , . . . ,x n have a common density (3.2).

We need the following lemmas in the sequel.

Lemma 3.1, If x' - (xl,...,x) is real elliptically symmetric distribution with

finite fourth moments, and density given by IE 1-Ih(trE-i 2 xx'), then

E(xixjxkxt) - 40"(0) (a n ik0 0+ a ) (3.7)
i ~ij"t+ cikj Z 4fkj)

where *"(.) denotes the second derivative of 0(.-) and E - (a).

Now,let S11 = (aij) S12 - (big) and S22 = (cgh). Also, let

.. ... ._ ,. .. .. ... -. , . .-. ,. -. . .. . . .. ".,..'-. * . *" . * ".. . ". -. - -"-. " - .
"  " ' ' ' ' ' ' '  '  '  '  '  ' . 

, ,

- "..'"-j' ' ' ' : ' " " - -, - "•p.P .)- 2" " -' '' ' ' ''' ' ' ''-i " "
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a 2n$'(O) - 2r' O'(0)uii

aij ,-2n '(O)uij ij J

: ~b ii TM -2n ' (0)p0i 2n ' (0) viiii

bij -- 20'(0) n vi (i g) (3.8)

c" -- 2no' (0) 2n w 0(0)

iCgg - ggO

C 20'(0)/w (gA h)
gh  gh

for iJ- 1, 2 ,...,pi and g,h - 192,...,p2

Lemma 3.2. The asymptotic Joint distribution of u 's Vtu's and wgh s is

*' p(p+l)/2 variate normal with mean vector 0 and second moments given in the follow-

ing statements:

(i) any vlj and wth which has at least one suffix number > p, is uncorrelated

with all the others;

(ii) any member of one of the sets (uii,vtt~wii) (i l,...,p), (uij vtjwij),

(i,j- l,...,p; i# J) is uncorrelated with all the members of all the other sets;

(iii) for ij - 1,...,p, we have
E 2=E w2, a 3(K+1)- 1

E~~~u~iiwii=+2(+)2 2E vimn (+l) +Pi (2 +l)

2

E(u ivii) - E(w ivil) 3(I+l)ll i

E (u 1 .uE(v )E (w~1  -IC+l (1i J) (3.9)

E(u w )E(v v *(,c+l)P P (io J)ii i iivi i i

E(ui vi1  E(w v ) - (ic (io J)
ij ij ij ij

where

-- ---. .* - . . . . .. .
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= M"(o)- [01(o) 2

[1(0)12

Proof: The asymptotic normality follows from well known central limit theorem.

We prove only (iii). From (3.8) we have

2 1

E u 2 Var(a )
ii 4n[O,(0)]2 V a

Also,

Vr 2
Var a4  l v gar xl i

- 4[0'(0)] 2n (3fc+l)-l1

where Xt  (x for t = 1,2. So,

E u 3(K+l)- 1.

Similarly,

E u w2 [E ai c 1- 4[0'(0)]2 n 2 ]

lii =4[0'(0) n

and

E aiicii k'j= E ,2 x2
Ei E XlkiX2ti

4[0'(0)] 2n[K+ 
202(K+l)] + 4[0'(0)]2 n

2

So

E uiiwii = K + 2P2 (K+l).

In the same manner we can prove other relations.

Lemana 3.3. Let g (X) be a sequence of K-degree polynomials with roots X 
.. (

n 1(n K

for each n, and let g(x) be a k polynomial wtih roots x,.,. ,x, k<K. If

i-4 ; . ~ ,~.S 5-
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a,(n) (n)

g.(x) * g(x) as n, then after suitable rearrangement of x1  ,. xi we
have x( n ) , x, J1,2,..,k and I, j k+,..,K.

For a proof of the above lemma, the reader is referred to Bai (1984).

We have the following theorem.

Theorem 3.1. Let the population canonical correlations be p,...,p ' which
1 p1

satisfy (3.5). Also, let the sample canonical correlations be rl,...,r where

rI>... >rp> 0. In addition, let

1/2 v.2 -1ni £ -n ( - iP: -  (r -P ) (3.9a)

for i =1,2,...,pl. Then the limiting distribution of n,...,nPl Is represented

by the density function

""f(nl'" ""9 nUl ) f (nu 1+ 1 ' ° n, 1 _ U21" "f % 1" "6 -1 "'" ' n ) f l(n 8+'"" "n Pi

(3.10)

*- where

f(x, x ) 2-a(+lY2 (-+lm/2 1 m - - }

(X ~ ~ mmI 2 X

i l-{ -  . x < ... < x<ep-2( 1-1) m

i-i
( - -pz-F )  (2 (pl-s)12 Pl -

iins ..,n1 7ri+ i r Os+1+Pr(

1 x exp(- 1 2-i26c81) iin +l -fs~

2~~~~~ ~ ~ ~ (iSl iu~ l 1<(.2* !* . * *- *
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and

[W (0)]2

Proof. Most of the proof is sivlar to the proof given by Hsu (1941) 
for the case

when the underlying distribution is normal.

(1) We find the limiting distribution of r+,.. the ( ) smallest

1
canonical correlations.

r2  2
We know that r1 !_..r are. poatttve roots of the deter=mnAntal equation

rS11 S12 _

= 2 . (3.13)
S21 r2

Starting from (3.13), we obtain

jD-(2 /(§C+1))Ij - 0 (3.14)

where D =(d oj), and

d1j = L , - s+l,.".Pl (3.15). Sgs+ I  1+ "

Let + ->, P be the eigenvalues of matrix (d1j). Then by Lemna 3.3 we

* have

nl/2 r [ (K+1) 1 / i s+l,...,pl. (3.16)

- By teima 3.2 we know that the variables are uncorrelated and asymptotically

distributed as normal with mean zero and variance 1. Therefore the limiting
n r 2

distriblition of the ;. =:,':L has the density function

-(Pl-s)(P 2-s)12 (pl-s)/2  Pl-s  p

i's+l J-i+1

p (p2-Pl-l)/2 1 P
Tr if )I XP ex(- .1 F ) (3.17)

i-s+l 2 i-s+l i

-4=' i.li n l 1 1i it . .
°: .. i '.
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2'ii 1/2r
Since C, % , the density of the limiting distribution of the ni a

is represented as (3.12).

We now find the limiting distribution of r,... r. From (3.13) we have

Is1 2s2 2s2 1-r 2s 1 1 1 - 0 (3.18)

Setting e -r 2 and following the same lines as in Hsu (1941b) , we obtain, as n- +,

li ' I 0 (3.19)

where

F -V +v -pl(uj+VL) i,J ,...,i. (3.20)
ij ij ji i

Let >...>' be the roots of (3.19). Then by Lemma 3.3 we have

1l/2( '2
1- 1 as n*- iil,...,u I  (3.21)

From Lemma 3.2 we easily get that F's approach u ( +1) normal variates whose

means are zero and second moments are as follows

222

E OPi)-=4(K+1) (1-0 1)2

E(P 2 22+)(1- 2) 2  10j (3.22)

E FiF - 0 i.k orJ or iOk and i# .

Hence the limiting distribution of may be derived as the distribution of the

eigenvalues of the matrix (F ij) in which the F's are regarded as normal variates.

• Let

0 . ~ ~ %. I.. -1 ? f . :.*a~* *
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F -2 471-(1--p2 ) t-ii

(3.23)

Setting ",2(1-P2)n in (3.19) we get by (3.23)

t,-KI-1/2 n -1/2 t2-1/2tL

-0. (3.24)

2-1/2 tU'2-1/2 tU, Uu -K] -1/2 I

2 t2= (-l t -(, l r,

Let e'>ttin' be the roots of (3.24). Then we get the limiting distribution of

n' n' from Hsu (1939), as

.- 3 -( ~l) -/2 2 1 12 ., -l 1i ti
*fr{ .. ..... .. o(32)

-2 (IC+l) (ill r 12 1 li i. --

LLe .. "-- l (3.25)

Similar to Hsu (1941b) if we define

ri P +n1/2 l'2

then

1/2 2 -1
ri~ n (1-P 1 ) (r i-ol

i" _1)

have the same limiting distribution as the n' Hence the limiting distribution

h.

ofSmia n 1 .. t hau th4b) e deyfie.,?)

- . . . .. .4o .. . . * . . . . .****.

= * * * .4 *.4 4
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In exactly the sam manner we may prove that for Z - l,...,s the

" i - n/ -n12(1-0 2) l(r,70,)

±-U1 +0 @4 ijl9*3.l+* *+U

have the limiting distribution represented by the density

f(O +. . ,+U _+1*""" nUl+...+V)

where, in general, f(x 1 ,...,x ) is represented as (3.11).

It is easy to see that the sets (nq,...,ni ), (i +1,...,9i +U2),4009

(n I'l d+...+us1+, (v1.@ ) are independent of one another. The

, proof is complete.

Remark. We may see from Theorem 3.1 that in the elliptical distributions

family the limiting distribution of saple canonical correlations depend only

on parameter K. In the normal case K - 0.and in this case Theorem 3.1 reduces to

the result obtained by Hsu (1941b).

We will now derive the asymptotic joint distribution of the eigenvalues of

the complex canonical correlation matrix under two situations. In the first

situation, we assume that the density of Z is given by (2.11). As in the real

*case, we can show that the density of WT1 W W-1 VW stesm swe h11 12 22 21istesm ashnte
underlying distribution is complex multivariate normal, In the second situation

we assume that Zl,,,.,Zn are distributed independently and identically with a comn

*\

" "*" " ' " , %° d n ' './ " " "€ ,. " - -"" .- % :
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density

fz) - 2p I.I-'h(2 ,E-'Z). (3.26)

In this case, the characteristic function of Z is given by *(!t't/2) and the

covariance matrix of Z is -2W'(O)E. We can show that

Ei{ jZkZZm 40"(0) (ajk'Lm+'j km- j=mk ) (3.27)

and the elements of the matrix W, after suitable standardization, are jointly

distributed as complex multivariate normal.

Now, let A!>..'pdenote the eigenvalues of E1 E 1E such that

I- p1  1.2 22 21

ull UlU --- A' 2

(3.28)
A ' . -x

s +ls """* ' *

PMA

where A >...X ,. Also, let

, W 1 2 (1=) 1  (3.29)

for i= 1,2,.,.,p 1 . Also, let ZI,...,Zn be distributed independently and identi-

cally with a common density function given by (3.26). Then, following the same

lines as in Theorem 3.1, we obtain the following:

Theorem 3.2. The joint asymptotic density function of 61 .... 6 p is given by

. . . - .. ..a. m *..r.maa~ n .n.. i I*lnld.l *h Cl~il lll~l NI - a .. . . . 4



- 6* 'I -. . Ah.7 77 d - - T ., - ..7 .7 77 ... W- .. . . . .

S1U18

,."x 9 1(6 8+,O.,s ,1 ) (3.30)

-M2mm m x x.- g(X g x,. .,m = (K+l)- 1 ( n rc) -(n n x± _ _ _)
.' i-l i-l J-i+l /W- VK-

x exp{- x2l(+1)} (3.31)

i-ir ~p -s- (p -

P 1  5 1r (K+1 l 1 s
i-l

211 Pl P1 2 + 1 P2Pl
- x { 11 l(1 )(K+l)} 11 (S i/ I+)

i-s+l j-i+1 i-s+l

Pl

x exp 1- : 62/(K+1)) (3.32)
i-s+l

and

. *"(o)- {,,(o)}2
{'() (3.33)

We will now discuss the relationship of the results of this section with

the earlier work of Fang and Krishnaiah (1982), Fujikoshi (1978), Krishnaiah

and Lee (1979), and Muirhead and Waternaux (1982) who used perturbation technique.

2 2 2 2
Let f(rl,,,.,,r ), (i-1,2,..,,k), be an analytic function of rl,...,r

around P'2 2,,.,p 2 .  In addition, let Li  m n T (LOO,..., pL )-T i(0,...,x )},

1 "' 'r 1p- I .l 1  iST"2 2

a3T i i

. ' r 2r i t
a2 T r2 2 (3.34)

-a
2 2
J2 i1
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forj CJl, EJ2  Bli , ( .""P,)' - (t 1 , . .. ,Lpl )', Xi - o2 r L and J
1 a i at

denotes the set of integers U1+...+U M+1,... ,1 +...Ija for a - 1,2,...,k.

When canonical correlations have multipicity as in (3.5), and the underlying

distribution is multivariate normal, Fujikoshi (1978) derived asymptotic expression

of T1 whereas Krishnaiah and Lee (1979) derived joint asymptotic distribution of

Tl,...,T k . In both of the above papers, it was implicitly assumed that none of

the population canonical correlations are zero, If p1+l= ...=up, 0, then the
s+ p1. -/2

joint asymptotic distribution of LlO,...,Lko up to term of order n can be

obtained by following the same lines as in Fang and Krishnaiah (1982) when the

- underlying distribution is nonnormal. Here

Li 2

" for in 1,2,...,k. Now, let

C- "=n( iX1 (3.35)
i  2pj(l-Xi)

for i- 1,2,.. .,pl when none of the population canonical correlations are zero.

Muirhead and Waternaux (1980) shoved that cl,..., c are asymptotically distributed

.+. independently as normal with mean 0 and variance one when xl,...,xn is a sample

*from a population with density (3.2) and the population canonical correlations

' are distinct. Fang and Krishnaiah (1982) derived the joint asymptotic distribution

*,:. of LI,...,Lk when the population canonical correlations are positive and satisfy

the relation (3.5) and the underlying distribution is nonnormal. In their

expression, the first term involves multivariate normal density whereas the second

-1/2
* term (which is of order n -  ) involves multivariate Hermite polynomial. If we

ignore the second term, a special case of the above expression is the result of

- Muirhead and Waternaux (1980).

•PL
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Now, let us assume that the first s canonical correlations have multiplicity

as in (3.5) and Ps+l-...-Pp > 0 and xl... ,xn is a sample from a population whose

density function is given by (3.2). Then, the asymptotic joint distribution of

i.,p is obtained in the same way as the asymptotic joint distribution of

nl,...,n s is derived in section 3. The joint asymptotic distribution of nl,...,n

is this case, is given by

f(n1 ....n PI n U1+1..., n 41 +U2 ) ... f(ns+ l ,.. ,np P(3.36)

where f(xl,...,x ) is given by (3.11). Now, let Ti(t 1 ,...,tp)- t1 " If p > 1

for at least one i, the asymptotic joint distribution of cl,...,c cannot be

obtained from the results of Fang and Krishnaiah (1982) since the assumption

* (3.34) is violated. But, the joint asymptotic distribution of c1  .. c

k follows from the result of Fang and Krishnaiah (1982) where

ct= 2 +1+..1 +...+X )(3.37)2pt (l-Pt)I t  • t1 1 t t_.

.i The above result follows also from (3.36).

S**.*.* . * .

4 . *
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4. APPLICATIONS

In this section, we discuss procedures alternative to LRT procedure for test-

ing the hypotheses on the ranks of the canonical correlation matrices in the real and

complex cases.

We wish to test the hypothesis H against the alternative that H is not
2 2 2 2

true. We can use a suitable function p(r + ...,r ) of rs2,...,r as test

statistic to test for H . The hypothesis H is accepted or rejected according as
s s

2 2 <(s~,..,r) > c (4.1)

," where
2 2

P[)(rs2,..,r ) <c jH] - (1-a). (4.2)
P1 - a

.2 2 . 2 2 + 2
We can choose r l'rs ...,r ) as rs+,rs+1 ...+r , etc. When H is true, the21 2 1

joint distribution of n(r+/ c+l, ...,rpl K+l) is the same as the joint distribution

of the eigenvalues of the central Wishart matrix of order (pl-S)X(p1-s) and

- (p2s) degrees of freedom. So, we can get approximations to the percentage points of

2 from the table of the distribution of the largest eigenvalue of the central

" Wishart matrix W - and E(Wp ) - (p2-s)I p . These tables are given in

Krishnaiah (1980). Approximate percentage points associated with the test based

2 2 2 2
upon (r 2.+..+r ) can be obtained since n(r s+l+...+r )/(K+I) is asymptotically

s l Pl sPl

distributed as central chi-square with (pl-S)(P2-s) degrees of freedom. We will

now discuss a sequential procedure to determine the rank of the canonical correla-

-* tion matrix.

The hypothesis H0 is accepted or rejected according as

02

rI > C (4.3)
1°10

where

b'"7
,%.*.. . . * *% * * * * *,* . * - * '.- S- ~ . *

* -.. *.

* . *t
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2 P[r <Cc H (1-a (4.4)
1~ - 1c 1

If H0 is rejected, we accept or reject H1 according as

2 < (4.5)

where

2 Ir2> H H (1-a2). (4.6)P~r2 - 2a 1 la,

When H is true, (nr2 /K+1..,nr /c+1) are asymptotically distributed independent
2 1 2 ,np 12

of rI as the joint distribution of the eigenvalues of the central Wishart matrix

W(pl-1; p2-1; I); here W(r,t;I) denotes the Wishart matrix of order rxr with t

degrees of freedom and the expected value of the matrix is rI. If H is accepted,

we do not proceed further. If H1 is rejected, we accept or reject H2 according as
' 1 2

2
r c
3  3a

where

2• 2

3H < 2 ,r 2.1H] (1-a 3). (4.7)P 3 - C3a >_ 2-2a3

2 2When H2 is true, (nr2/(K+l),...,nr /(K+l),)is asymptotically distributed independent

2 2
of r1 and r

2 and is the same as the joint distribution of the eigenvalues of the centra
2

Wishart matrix W(p1-2,p2-2;1). We continue this procedure until a decision is

made about the rank of the canonical correlation matrix.

When the underlying distribution is complex elliptical, we can propose test

procedures on the rank of the canonical correlation matrix in the same way as

above. We will now discuss applications of these procedures in the area of time

* series in the frequency domain.

Let X'(t) - (XI(t),Xl(t)), (t 1 1,2,...,T), be a lxu random vector which is
-1 -

. distributed as a stationary Gaussian multivariate time series with zero mean vector

" and covariance matrix R(v) - E(X(t)X'(t+v)}. Also, let the spectral density matrix

, .-. i. * ~ * * 1* * * .. * ,. . . .
-I..
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* be denoted by F(w)

F(w) - (1/2r) exp(-ivw)R(v) (4.8)
Vma

where

rFl11(w) FI12(w)I

F(w) - (4.9)

and Fij(w) is of order Pixpj. An estimate of F(w) is known (e.g., see Parzen

(1969) and Brillinger (1975)) to be F(w) - (fjk(W)) where

fL a-rn) ( m .,k (w+( 2 a/T)) (4.10)

Ijk(w) - Zj (W)k(w)

12 T

Z() (/(27T) 1 2 ) I X(t)exp(-itw )
j t-I

and X'(t)- (X 1(t),...,S p(t)). It is known (see Goodman (1963) and Wahba (1968))

that F(w) is approximately distributed as complex Wishart matrix with (23+1) degrees

of freedom and E{F(w)} - (2m+I)F(w). So, we can test for the rank of F1 2 ( ) by

following the methods described before in this paper.

~~~~~~~~..,.. ,',.- ,'9 - **.'K **'.%. . *~;-: . '-- .. -.. . . *.*-.-..-.. .',-.-
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